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Abstract—From the perspective of philosophy, ontology relations
denote ultimate semantic relations of related knowledge concepts. Beyond
doubt, it is still a very difficult problem on how to automatically depict
and construct ontology relations because of its high abstractness. Some
latest research attempted to realize ontology relation learning by learning
abstract hierarchies or similarities among knowledge concepts. Inspired
by the requirements of associative semantic cognition like in the human
brain, a constructivist ontology relation learning (CORL) method is put
forward in this study by borrowing the idea of the constructivist learn-
ing theory. Wherein, two following points are supposed: 1) each symbol
knowledge is looked as a token of representing certain abstract pattern
and 2) each pattern denotes a type of relation structures on other pat-
terns, or a directly observed event data, such as physical sensing data,
natural image, sound data, text word etc. So, ontology relation could be
considered as the associative support degrees from other knowledge con-
cepts to the target concept, which reflects how one knowledge ontology
can be demarcated by other knowledge concepts. Then, the knowledge
network can be employed to represent an entire domain knowledge
system. Meanwhile, an associative random walk mechanism (ARWM) on
knowledge network can be considered to explain the semantic generative
process of every document. Thus, CORL can be realized by integrat-
ing ARWM into an extended latent Dirichlet allocation (LDA) model.
Some theoretical and experimental analysis are done. The corresponding
results demonstrate that CORL can obtain effective associative semantic
relations among concept words, and gain some novel characteristics in
better representing knowledge ontology than existing methods.

Index Terms—Constructivist learning theory, knowledge network,
latent Dirichlet allocation (LDA), ontology relation learning, random
walk.

I. INTRODUCTION

Text symbol is the most important tool for human to express and
share knowledge. However, it is still a very hard task on how to
make machine autonomously understand the semantic information of
concept symbol from human corpus [1], [2]. By borrowing the idea
of ontology philosophy, ontology relation representation and learn-
ing methods using triples were introduced to model the semantic
relations among concept symbols in previous research [3]. These rela-
tions mainly include hyponymy, synonymy, and antonymy relations.
In order to learn these ontology relations, rule-based and statistical
analysis methods are the two main strategies [4]–[6]. However, the
above three types of ontology relations may not cover all require-
ments of ontology understanding, especially for concept demarcation.
Besides, the latent Dirichlet allocation (LDA) [7], [8] model is also
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a famous tool to mine hidden semantic structures among knowledge
concepts from text corpus. Even so, existing LDA models did not
aim to mine explanation relations among knowledge concepts.

For the ontology relation learning problem, there are two other
related techniques: 1) explanation-based learning [9] and 2) word
embedding learning [10]. Explanation-based learning may be looked
as a data-driven search space reduction. It assumes that real knowl-
edge rules could be deduced based on priori domain axioms, all
possible conclusions, and current observations. Wherein, ultimate
knowledge conclusions should optimally explain all actual observa-
tions. Word embedding is a fundamental tool of using an embedded
feature vector to represent the hidden semantic information of a
knowledge concept. Then, the semantic relations might be uniformly
computed in their embedded feature space.

In this article, a constructivist ontology relation learning (CORL)
method is proposed inspired by the constructivist learning
theory [11], [12]. In CORL, we consider that semantic generative
process of documents (DSGP) is a progressive explanation-based
associative process on a constructivist knowledge network. Wherein,
each network node denotes a symbol concept, and its ontology is
represented by a group of associative relations with other node con-
cepts. Furthermore, each document could be modeled by a certain
random walk process in DSGP, and constructivist ontology relations
can be learned by optimally explaining given corpus based on the
DSGP model.

II. RELATED WORKS

A. Ontology Relation Learning

The concept of ontology [2] originates from philosophy research,
which is used to denote the nature of object existence. In knowledge
engineering research, Neches [13] first introduced and defined the
ontology concept to depict a knowledge system. Knowledge ontology
is also a basic description manner for the semantic nature and relation
of lots of domain knowledge concepts. In general, an ontology system
may contain a vocabulary and a group of logical statements to explain
the semantic information and relations among knowledge concepts.

At present, semantic relation representation is commonly consid-
ered as two types, including: 1) taxonomic relations such as is-a (i.e.,
hypernym/hyponym) and 2) nontaxonomic relations. Nontaxonomic
relations mainly are concept hierarchy relations, including inverse,
transfer, classification, inheritance, instantiation, part-whole, attribute
value, and so on.

B. LDA Model

The LDA model [7], [8] is a most famous document modeling tool,
which can be used to topic word analysis [14], text classification [15],
collaborative filtering [16], document retrieval [17] etc.

The LDA model is an unsupervised tool to model generative pro-
cess of documents. It uses a three layers Bayesain probabilistic model
to identify latent topic information of a group of document sets in
corpus. By using the idea of word bag [18], the LDA model first
regards each document as a word frequency vector. Then, a three-
layer probabilistic model is considered as follows. Each document
is represented by a probability distribution on some topics, and each
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topic is represented by a probability distribution on a group of key
words.

As an extension, hierarchical LDA models mainly aim at modeling
superior or subordinate relations among key words, such as what
hierarchical LDA [19] and latest L2H model [20] considered.

C. Constructivist Learning Theory

The constructivist learning theory comes from the idea of con-
structivism of explaining individual cognitive development process.
It holds that human knowledge learning is a gradual construct-
ing process, but not a simple data accumulation process. That is,
new knowledge formation must depend on new abstraction and
construction based on individual known knowledge and/or new
observation data.

The constructivist learning theory emphasizes the essentiality of
internal self-constitution when people learn to grasp new knowl-
edge. Wherein, internal self-constitution consists of two aspects: 1) a
knowledge ontology can be represented by other knowledge con-
cepts in their symbol system and 2) knowledge growth must be an
active progressive constructive process. For example, we can con-
struct a new knowledge D by organizing existing knowledge A, B,
and C and new observation data e. The above feature should be
paid high attention for developing human-like machine knowledge
learning systems.

At present, the constructivist learning theory is only a concept
term mainly discussed in the education field, and has not been well
concerned in machine knowledge learning.

D. Word Embedding Learning

In order to quantify semantic similarities between concepts, the
word embedding representation has been well developed, including
Word2 vec [21], ELMo [22], BERT [23], etc. These methods map
any word into a high-dimensional vector by means of model training
on certain corpus. Then, semantic relations between two words could
be represented by computing their vector relations.

In this study, we attempt to directly use the concept word set itself
to compose representation vector space. The semantic representation
of any word is denoted by other words with constructive degrees. The
constructive degree values reflect the associative explanation intensity
from one word to another.

III. CORL FRAMEWORK

A conceptual comparison between the learning problems of LDA
and CORL was first given in Fig. 1. Wherein, the directions of arrows
denote directed representation relations among knowledge concepts.

As shown in Fig. 1, the learning objective of LDA is to obtain
the probabilistic relations between a document and its topics, and
the probabilistic relations between every topic concept and its topic
description words for a given corpus. Differently, the learning objec-
tive of CORL is to obtain the constructivist relations among all
concept words. Wherein, we introduce associative probability to
express the degrees of constructivist relations. Without doubt, concept
words in CORL equally play two roles: 1) topic concepts and 2) topic
description words, if similar explanation logic is used like in the
standard LDA model. The above consideration may be looked as an
extension of the relations considered in the LDA model. Furthermore,
the total relation network structure, called the constructivist knowl-
edge network (CKN), could be learned from a given corpus using
LDA-like methods. Here, for convenience of explanation, we also
use similar explanation logic like in current topic learning models.
But in the CORL model, we think that ontology relation should be
pure associative support relations among concept words (no specific

Fig. 1. Learning problem illustration of LDA and CORL.

topic or hierarchy for all concept words), which is first assumed in
related research.

In CKN, each node denotes a concept word, and edges among
nodes denote constructivist relations among concept words. All node
words pointed by a common source node are called the constructivist
description words of that source node. For a directed link in CKN,
a relation from a source node to a target node is called a forward
associative relation, inversely a backward associative relation.

Furthermore, a DSGP is proposed in CORL using the random walk
theory [24]. Wherein, the semantic process of a document could be
represented by a group of ordered concept words. An ordered word
sequence is looked as a generative process under certain random walk
mechanism on document topics and CKN.

A. Associative Random Walk Mechanism

For any document, we may suppose that a group of ordered concept
words is generated one by one based on author’s associative thinking
process based on initial document topic concepts. Such associative
thinking process may be further regarded as an associative random
walk mechanism (ARWM) on a domain CKN. In ARWM, if some
nodes could be directly or indirectly connected in given CKN, then
any ordered word sequence could be represented by a pathway in
that CKN.

Fig. 2 gives a local illustration of ARWM, in which a concept word
sequence <Nod1, Nod2, Nod3, Nod4, Nod5, Nod6> is considered.
Similar to Fig. 1, all thin gray directed arrows represent the forward
associative relations. In addition, all thick red (solid) or blue (dashed)
arrows represent, respectively, the direct or indirect jumps between
two consecutive concept word nodes.

The above two types of jump ways between two consecutive
concept words can be explained as follows.

1) Directed Way: Two consecutive words have a direct forward
associative relation in CKN, like the jumps from Nod1 to Nod2,
Nod3 to Nod4, and Nod4 to Nod5.

2) Indirected Way: Two consecutive words could establish a path-
way by means of some intermediate nodes, like the pathways
from Nod2 to Nod3, and Nod5 to Nod6.

Furthermore, we may suppose that for a given corpus, there should
exist a connotative CKN that can optimally explain the generative
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Fig. 2. Illustration of ARWM in CORL.

Fig. 3. ASGM.

process of all observed documents. Wherein, if the above generative
model could be predefined, then corresponding CKN is also learnable.

B. Associative Semantic Generative Model

In order to extract meaningful knowledge structure from a set of
domain documents (domain corpus), an associative semantic gener-
ative model (ASGM) was further introduced. ASGM mainly tries to
use the sequence information among the observed words in given
documents to extract the ontology relations of concept words.

In ASGM, a document is first considered to be composed of a
group of prior topics like in the LDA model. Then, all observed docu-
ment words are generated by corresponding topic concepts, and these
topic concepts could be looked as topic concept sequences reflecting
the associative thinking process of a document. Fig. 3 gives the frame-
work description on proposed ASGM using a similar representation
way of the classical LDA model.

In Fig. 3, K, D, and Nd , respectively, denote the numbers of all
domain topics (also topic concepts according to our consideration),
of all documents in given domain corpus, and of ordered concept
words in an observed document d. β is the hyperparameter of the
prior Dirichlet distribution on all domain topics. ϕ denotes the multi-
nomial distribution on a group of topic description words of a same
domain topic. That is, ϕ ∼ Dir(β), the standard Dirichlet distribu-
tion. In CORL, ϕ also reflects the probabilistic distribution on the

topic description words of a topic concept. It should be noticed that
again, all concept words and all concept description words are a same
word set.

Besides, θd represents the prior distribution on the document topics.
α is also the hyperparameter of the prior Dirichlet distribution of θd .
zd,n is a topic concept with respect to an observed document word
wd,n. η is the prior parameter of associative random walk in domain
CKN. τd,n is a {0, 1} indicator variable to determine whether zd,n is
generated depending on θd or zd,n−1. πd is the prior beta distribution
of τd,n with hyperparameter γ = (γ0, γ1).

Similar to the LDA model, the above variables are all latent expect
that w is directly observable. In summary, the generative process of
a document as well the observed document word sequence could be
explained as follows.

1) For every document d, the model may generate a distribution on
several prior topics with probabilistic distribution θd∼Dir(α).

2) For the nth ordered document word wd,n, it is supposed to
be generated from its topic concept zd,n with topic concept
distribution ϕ(zd,n).

According to the LDA model, zd,n is the topic concept of word
wd,n. Then, we may write

wd,n ∼ Mult
(·|ϕ(zd,n)

)
. (1)

Wherein, Mult() is a multinomial distribution, and zd,n is the gen-
erative result according to document topic distribution θd if τd,n = 0,
or previous zd,n−1 if τd,n = 1. Thus, we may define

zd,n ∼ p
(
zd,n|zd,n−1, θd, τd,n; η

)

=
{

p
(
zd,n|θd

)
, τd,n = 0

phop
(
zd,n|zd,n−1; η

)
, τd,n = 1

(2)

and

p
(
zd,n|θd

) = Mult(θd) (3)

phop
(
zd,n|zd,n−1; η

) = 1

J
exp

(

−Hop
(
zd,n, zd,n−1

)

η

)

. (4)

Wherein, J is a normalization factor. Hop(zd,n, zd,n−1) denotes the
hops of the optimal walk pathway from zd,n−1 to zd,n in CKN.

Compared to the classical LDA model, (4) is newly introduced,
and (2) is modified. So, CORL may be equivalent to the classical
LDA model in mathematics if we omit the influence of (4) that reflects
the ordered sequence information of observed document words.

IV. MODEL IMPLEMENTATION

A. Main Procedure

In this section, we will discuss that how CORL can learn its hidden
variables with given domain corpus. By analyzing the framework of
the CORL method, two following procedures must be carried out.

1) CKN Initialization: This procedure is to constitute a basic con-
nection structure with respect to a domain corpus. Wherein,
domain topic concepts or topic description words should be
first extracted. Then, initial connection relations could be
preconstructed.

2) Constructivist Ontology Relation Training: This procedure is
similar to the LDA model. All unknown hidden variables in
CORL should be trained to optimally fit to observed corpus.
At the same time, the distribution relations ϕ can be obtained.

B. CKN Initialization

1) Concept Word Extraction: This module is the first step of ini-
tializing CKN. For a given corpus, concept words could be extracted
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by information entropy [25], word frequency [26], or other feasi-
ble methods. Before that, text denoising, word segmentation, and
stop words removing should be preprocessed. In our experiments,
information entropy and word frequency were used together, which
is adequate for our experimental study according to our prior anal-
ysis. In theory, other methods also could be considered for different
practical applications.

2) Connection Initialization: In order to produce reasonable ini-
tial relations among domain concept words, a word vector tool
word2 vec [21] is used. For all extracted concept words, their 200-
dimensional word vectors are first trained by means of the CBOW
word2vec method, in which ten context words are used. Then, the
distances between a word and other words are calculated using cosine
distance.

Furthermore, we may choose a group of words for each word with
top-k hight similarity to form initial connection relations. According
to the research in small world networks [27] and our experimental
analysis, the number of top-20 is set as default in this study.

Here, we only use the word2vec model (not complex ELMo or
BERT) to create initial connection relations mainly because that the
initialization quality using word2vec seems to be eligible. Moreover,
our study mainly focuses on the subsequent constructivist relation
learning among concept words. The core objective that we study
in the CKN model is to exploit novel ontology relation represent-
ing model different from the current word embedding learning idea.
In addition, ELMo and BERT are designed to fit the requirements
of concrete complex context understanding applications, and such
requirements are still not considered in CKN.

C. Model Training

Similar to the L2H method [20], Gibbs sampling algorithm [28]
could be employed to inference CORL method. Given a domain
corpus consisting of all observed document words {wd,n} and ini-
tial CKN structure, we might use the following interactive sampling
procedure to estimate optimal CKN model parameters {ϕk}.

1) Sampling indicator variables {τd,n} using

p
(
τd,n = j|wd, z−d,n, ϕ

) ∝
C−d,n

d,j + γj

C−d,n
d,· + γ0 + γ1

(5)

except for τd,0 ≡ 0.
2) Sampling latent topic concept assignment {zd,n} according to

the following probability formulas:

p
(
zd,n|τd,n = 0, wd,n, z−d,n, ϕ

) ∝
N−d,n

d,k|0 + αk

C−d,n
d,0 + αk

× ϕk,wd,n (6)

p
(
zd,n|τd,n = 1, wd,n, z−d,n, ϕ

)

∝ phop
(
zd,n, zd,n−1

)

∑
i∈{←wd,n} phop

(
zi, zd,n−1

) × ϕk,wd,n . (7)

3) Estimating word distribution {ϕk} using the following equation
same as in standard LDA:

ϕk,t =
Nt

k + βt
∑K

t=1 Nt
k + βt

. (8)

Wherein, Nt
k denotes the frequency number of word t in topic

k, Cd,j denotes the total frequency number of words with indi-
cator class j in the dth document from given text corpus, and
Nd,k represents the frequency number of all words in topic k.
Then, the CORL’s model training algorithm can be concluded
in Algorithm 1.

Algorithm 1 CORL’s Model Training Algorithm
1. Intialize CKN using gvien corpus S = {S1, S2, . . . , SD}
2. Set the total number iTera of iterative sampling traing, i = 0 and

initialize {ϕk}k≤K ,γ0 and γ1
3. while i < iTera
3. for d = 1 . . . D
4. for each observed word jump wd,n → wd,n+1 in

document d, do
5. sample τd,n according to (5) and τd,0 ≡ 0
6. sample zd,n according to (6) and (7)
7. update the word distribution ϕkaccording to new zd,n using

equation (8)
8. end
9. end
10. output top-k item for every topic k according to the weights

The above model training framework is similar to the training
framework introduced in the L2H method. For CORL, more self-
contained constructivist relations can be learned to obtain the effective
ontology demarcation of each knowledge concept, which may be
viewed as a further extension of L2H. Moreover, the distribution
relations of a group of concept words to a concept word will be
not only the statistical correlations but also the semantic explanative
relations.

V. EXPERIMENTAL STUDIES

A. Performance Evaluation Method

Here, two kinds of ways are considered to evaluate model
performance, including: 1) statistical performance evaluation and
2) case study [29]. Wherein, statistical performance evaluation meth-
ods are used to examine the reasonability of relation results obtained
by CORL in the whole. Besides, the case study as auxiliary manner
is used to visually show the validity of learning ability of CORL.

Concretely, statistical performance evaluation includes perplexity
index [30], the accuracy of predicting document words, and indirect
application performance.

Perplexity index is a measurement tool to reflect the degree that
whether a sample cannot be predicted according to certain probabilis-
tic distribution. For text modeling, the performance will be better if
the perplexity value is smaller. For a given test document set S̃ = {S̃d}
and obtained ϕ, the perplexity value could be computed by

Pp(S̃) = exp

{∑D
d=1

∑Nd
n=1− log p(wd,n)
∑M

d=1 Nd

}

. (9)

Wherein, D is the number of test documents, and Nd is the number
of observed words in document d. The computing formula of p(wd,n)

may be

p
(
wd,n

) =
∫

z,τ
ϕ
(
wd,n|z

)
p
(

z|S̃d, τ
)

dzdτ (10)

p
(

z|S̃d, τ
)
=

{
p
(

z|S̃d

)
, τ = 0

phop
(
z, zd,n−1

)
, τ = 1.

(11)

In (11), p(z|S̃d) is the document topic distribution same as in
the standard LDA model. In this study, we choose 80% docu-
ments to train the model, and choose 20% documents to test model
performance.

In addition, we also introduce an auxiliary evaluation index for
CORL, the accuracy of predicting document words with a given
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starting term concept word

Apr

(
S̃d

)
= 1

T

T∑

i=1

Count

({


w

i
d |wd,0, ϕ

}
∩ {wd}

)

Count({wd}) . (12)

Wherein, {
wi
d |wd,0, ϕ} represents once document words simulat-

edly generated with the same number of {wd} using ARWM with
distribution ϕ on trained CKN.

For indirect application performance, document classification,
retrieval, and summarization may all be feasible. In this study, the
document summarization is adopted.

B. Experimental Preparations

In our experiments, we will use two text datasets to investigate
basic modeling performance of CORL by comparing the standard
LDA model and L2H model.

On the one hand, we choose a public news article dataset pro-
vided by the Sogou laboratory [31]. On the other hand, we collect
14 600 technical articles with similar domains, including “health
knowledge,” “dietary nutrition,” and “dietary misconceptions” from
scientific knowledge Websites containing “China food science and
technology”1 and “39 health.”2 These articles contain about 20 mil-
lion of words. The above two datasets may be, respectively, called the
Sogou news dataset and our healthy dataset. Wherein, the Sogou news
dataset is a public dataset that is well used in NLP experiments. In
addition, an extra dataset on healthy knowledge was created to verify
the performance stability of CORL.

According to CORL implementation, domain concept words and
initial CKN should be pretrained. For two datasets, the number of
concept words in CKN is set as 1000. By means of the method
presented in Section IV-B, the 1000 words with higher importance
are extracted. Some representative domain term concept words con-
tain, milk, bean curd, egg, tomato, fruit, apple, papaya, bean, jujube,
cherry, lemon, vegetables, honey, durian, . . .

Next, the word vectors of these domain concept words are trained
using the word2vec model. The basic connections among these word
nodes could be constructed by means of the strategy presented in
Section IV-B too. In Table I, a case of the connecting relations
between the concept Liver Cancer and its top-20 related description
words is illustrated from the Sogou news dataset. Here, we select the
concept Liver Cancer as sample because that it may be more widely
and easily understood by readers.

As shown in Table I, all related words of concept Liver Cancer are
reasonable. The bigger distance may reflect higher statistical corre-
lation. However, such connection representation may not be optimal
to explain the concept scope of concept Liver Cancer, because some
low correlated words may have high-similar semantics.

C. Basic Performance Results

Here, we, respectively, use CORL, LDA, and L2H to model the
above two datasets. In experiments, the iterative number of model
training is set as 1000, and hyperparameters are set as α = 0.1 and
β = 0.001 for all three methods and η = 8.0 for CORL by our
experiential comparisons. First, Table II gives a case result obtained
by CORL on Sogou news dataset for concept word liver cancer, in
which associative probability values are listed.

By comparing Tables I and II, some interesting results could be
found. First, some high important correlated words still have higher
associative probability values, for example, cancer, malignant tumor,

1http://www.tech-food.com/
2http://www.39.net

TABLE I
INITIAL CONNECTION RELATIONS OF CONCEPT WORD Liver Cancer

FROM SOGOU NEWS DATASET

TABLE II
CONSTRUCTIVIST RELATIONS OF CONCEPT WORD Liver Cancer

OBTAINED BY CORL ON SOGOU NEWS DATASET

and cirrhosis. Second, some key semantic explanation words are
allocated with higher relevancy ranks than direct word vector sim-
ilarity. These words include hepatitis B, liver metastasis, and pain,
and they obviously have higher associative probability values from
human knowledge. In contrast, some common-sense words viruses
and medicine are allocated as lower ranks, which may also be more
reasonable. In addition, three important description words: 1) liver;
2) chemotherapy; and 3) radiotherapy, are extra found. These three
words also should be important to demarcate the concept liver cancer.

Moreover, if a language model is well trained, then it could better
explain given training dataset (higher posterior probability and lower
perplexity index value). So, the perplexity index performance results
on all corpus articles of two experimental datasets are reported in
Table III for three compared methods. Wherein, the average results
are calculated based on 20 time of runs for every dataset.

From Table III, the CORL method obtains better performance com-
pared to two other methods. In addition, because our healthy dataset
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TABLE III
PERPLEXITY INDEX PERFORMANCE OBTAINED BY THREE

COMPARED METHODS ON TWO DATASETS

Fig. 4. Counts on different hops modeled by CORL on Sogou news dataset.

Fig. 5. Apr performance obtained by CORL on two datasets.

is more subtly collected, the trained perplexity values are all lower
than the public Sogou news dataset. The above results also reflect
the modeling stability of CORL.

In Fig. 4, we further count the number of different random walk
hops between two consecutive topic concepts on the Sogou news
dataset. With the increase of hops, the counts will gradually rise
till the maximum with hops = 8, and then decline steadily. Such
statistical result might also reflect the reasonability of CORL method
in a certain extent.

Furthermore, we analyze the accuracy of predicting document
words for CORL on the above two datasets. The corresponding statis-
tical results are shown in Fig. 5, in which two experimental datasets
and different document numbers are considered.

From the results shown in Fig. 5, we may find that CORL could
obtain relatively good prediction accuracy. The prediction accura-
cies can tend to stable values on two different datasets. Such results
also reflect the effectiveness of our CORL method. For two differ-
ent datasets, our healthy dataset presents slightly better performance

TABLE IV
MOST RELATED DESCRIPTION WORDS OF CONCEPT Liver Cancer

OBTAINED BY THREE COMPARED MODELS

than the Sogou dataset. The reason may be that our dataset only con-
tains healthy domain’s articles, but the Sogou dataset contains other
domain articles.

D. Concept Relation Analysis

Besides, if document models are trained on a given corpus, we
may extract some most related words of a topic word to explain this
topic. This objective is also the important semantic understanding
requirement for NLP. For this purpose, a case result is exhibited in
Table IV with respect to the term concept liver cancer on Sogou
news dataset. For LDA and L2H methods, we extract top-10 related
topic words of topic concept liver cancer by sorting their nearby
degrees. For CORL, we extract top-10 related concept words from the
concept word liver cancer to those words with top-10 high associative
probability values in learned CKN.

By analyzing the results in Table IV, we may find that the
extracted constructivist description words by CORL can better sup-
port the entire meanings of the concept liver cancer. That is, these
words can compose a better associative word set. Specifically, the
concept cirrhosis and pain should be very important constructivist
explanations.

Moreover, we label the different words for three methods with
underline in Table IV. Clearly, there are eight words that are same
between LDA and L2H, while only four words are same between L2H
and CORL. Concretely, the description words cirrhosis, liver metas-
tasis, pain, and disease obtained by CORL seem to be more accurate
explanation to concept liver cancer than words organ, viruses, treat-
ment, and medicine obtained by L2H. In particular, the description
words cirrhosis and pain are two very important concept descriptions
for liver cancer. They are not preferentially found by LDA and L2H.

In addition, the description words have more clear hierarchies,
for example, organ to liver, and viruses to HBV for the L2H
method. Such results are consistent with the algorithm features of
L2H. Different from LDA and CORL, some topic label information
must be provided for L2H model training. However, LDA and CORL
are more unsupervised.

At last, compared to LDA and L2H, CORL can obtain their
description words for all concept words. But LDA and L2H only
can be effective for a part of concept words. For LDA, only those
topic words found by training procedure can obtain their description
words. Similar to LDA, only those topic label words can obtain their
description words for the L2H model. In this point, CORL is a more
practicable method to learn overall ontology relations for a set of
concept words with given corpus.
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TABLE V
SOME TYPICAL ONTOLOGY RELATION SAMPLES

OBTAINED BY L2H AND CORL

So, we further qualitatively examine ontology relation learning
results obtained by L2H, LDA, and CORL. For the above Sogou
news dataset, if same 1000 concept words are extracted as the total
knowledge concept words, then for L2H only less half of concept
words can be elected as valid topic concepts that they have their
effective description words, and the number of topics obtained by
LDA is much less. However, all concept words could be allocated to
their effective description words for the CORL method. In Table V,
some typical concept relation results obtained by L2H and CORL are
exhibited.

As shown in Table V, for concept words inflation, skim milk, Yao
Ming, free kick, and insurance, they did not be elected as topic
concept words, and no effective description word was gained by
L2H. Concretely, for the concept word inflation, it is a leaf node
of its parent node word economics in gained concept hierarchy tree,
and has no further subnode. Differently, the effective concept relation
results also can be obtained by the CORL method for these concept
words. Furthermore, for concept words additives and lemon, although
few concept relation words of them could be extracted by L2H, but
more abundant results could be obtained by the CORL method.

Based on the above results, new characteristics of CORL can be
clearly demonstrated compared to existing related methods.

E. Application to Text Summarization

Text summarization [32] is an important tool to extract main con-
tents from original documents. It is widely useful in text browsing,
retrieval, and classification [33]. Here, we will, respectively, use
CORL, LDA, and L2H methods to extract extra sentence features
to better select abstract sentences.

Concretely, the maximum entropy classifier [34] in OpenNLP [35]
is considered. The basic features of a sentence contain the sentence
position, sentence length, and TF/IDF values of each key word in a
sentence.

Moreover, we will consider the following strategy [33] to add sen-
tence features. Generally speaking, if the topic concept of a sentence
is more similar to the topics of its document, then this sentence will
be more likely a summary sentence. Therefore, we can introduce the
KL distance [36] between the topic distributions of a sentence and its
document as added sentence feature. The corresponding computing

TABLE VI
SUMMARY PERFORMANCE RESULTS OBTAINED

BY FOUR COMPARED METHODS

formula could be defined as

KL
(
p
(
z|sd,i

)||p(z|Sd)
) =

∫

z
p
(
z|sd,i

) p(z|Sd)

p
(
z|sd,i

)dz. (13)

Wherein, p(z|sd,i) and p(z|Sd), respectively, represent the topic
distributions of a sentence sd,i and its document Sd . sd,i denotes
the ith sentence in Sd . p(z|Sd) could be directly obtained by CORL,
LDA, and L2H models by training the models on entire document
corpus S1,2,...,D.

Here, we choose a public document summary corpus provided by
the Information Retrieval Research Laboratory of Harbin Institute of
Technology [37]. In this dataset, there are a total of 1055 documents,
and two types of summary sentences (with the ratio of 10% or 20%)
are manually annotated. In the experiment, we randomly select 80%
annotated summary sentences as training samples and other sentences
as test samples. Moreover, 1000 topic concept words are preselected
using the same strategy presented in Section IV-B. Similar to com-
mon text summarization research, two performance indices: 1) the
precision Pr and 2) recall ratio Rr, are used.

Table VI lists the performance results obtained by four compared
methods. The baseline results reflect basic performance without added
KL distance feature. The other three rows of results denote the
improved performance by three document modeling tools. Wherein,
all performance values are statistical results of 20 time of runs.

From Table VI, we may know that the performance of the base-
line method can be obviously improved if document modeling tools
are added. In particular, the precision and recall ratio improved by
the CORL method are similar to the performance obtained by the
L2H method. This result can well indicate the effectiveness of CORL
method.

VI. CONCLUSION

In this study, a novel ontology relation learning method, CORL,
is proposed inspired by the constructivist learning theory. Wherein,
associative probability values between concept words are used to
express the constructivist intensity. In CORL, a novel ASGM is
proposed to model document semantics.

In CORL, the model inference algorithm could be derived using
a similar principle of the L2H method. In our experiments, some
qualitative analysis and quantitative comparisons are performed.
Corresponding results are noteworthy, and the effectiveness of CORL
can be clearly verified.

In principle, CORL combines the ideas of knowledge graph and
topic model, and can be viewed as a brand-new development of exist-
ing ontology learning methods. It expands the scope of ontology
relation learning, and may be widely developed and used in more
NLP problems except discussed problems in this article.

Nevertheless, the associative random walking mechanism in CORL
should be further optimized, which is also our next important research
work. In addition, for the problem how to effectively evaluate the
performance of CORL, it is a trouble. According to the suggestions of
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anonymous reviewer, maybe, it is possible to compare the associated
words with a medical dictionary or thesaurus. However, this work
may be very complicated because of the complexity of explanative
text of medical concepts in a medical dictionary, and it could be
specially studied in future work.
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